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INTRODUCTION

Predictive Al in Medicine: High-performing Proposed approach: Generation of SHAP?Z2: Reference XAl method in medicine Existing rule-based approaches34>5;
oredictive models are often opaqgue. Their explicit IF-THEN rules by combining
clinical adoption requires reliable and SHAP and Subgroup Discovery *. Advantages: Advantages:
comprehensible explanations. e Local and global explanations e Close to clinical reasoning
e Attractive visualizations e Description of specific patient profiles

Objective: producing explanations that are:  Challenges: e Capturing variable interactions

e Clinically interpretable e Explanations faithful to the internal Limitations:

e Model-agnostic behavior of the model e SHAP values remain abstract for Limitations:

e INtegrating interactions between e Precise explanations beyond simple clinicians e Only local or global explanations

variables Importance scores e Lack of variable interactions e Rules are often long and therefore
e Accounting for individual variability e Alignment of XAl explanations with e Global averages mask patient diversity complex
e Both global and local clinical reasoning
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EXEMPLE OF RESULTS EXPERIMENTS

Compa rison of g(ljobi| | 5(t|-(|)£|)aa|n?° Iocgl h(bottom) ﬁxglar.\agons on the Framingham dataset, Dataset [Classes| |Features| |Instances| Model Model Accuracy
contrasting standar eft) with our method (right .
J (left) right) Framingham 2 15 3,658 Random Forest 0.9758
» WRAcc,(R) R - Heart-gttack 2 8 2,111 D§01510n Tre.e 0.9924
’ 0.084 prevalentHyp=0 =0 Covidl9 2 19 1,048,575 Logic Regression 0.9384
Y 0.076 male=0 AND prevalentHyp=0 — 0 Obesity 7 15 2,111 MultiLayer Perceptron 0.8511
male 0.076 male=0 — 0 ) . . .
diaBP 0.073 age < 0.26 50 Summary of the datasets used for evaluation, including the number of classes, features, and instances,
" otChol 0.071 diabetes=0 AND prevalentHyp=0 — 0 as well as the predictive models and their corresponding accuracies
g 0.071 BPMeds=0 AND prevalentHyp=0 — 0
o5 Prevalentriyp 0.069 prevalentHyp=0 AND prevalentStroke=0 — 0
2 glucose 0.063 BPMeds=0 AND male=0 — 0
¢ cigsPerDay 0.062 diabetes=0 AND male=0 — 0
g - 0.061 age € [0.26 : 0.42| — 0 Dataset depth result_set size Fidelity Accuracy Completeness Consistency
() 0.084 prevalentHyp=1 — 1 ,
- heartRate 0.082 age > 0.74 o1 Framingham 2 10 0.9 0.88 0.97 0.8
-g education 0.077 sysBP > 0.32 —1 Heart-attack 2 10 0.96 0.95 1 0.98
6 currentSmoker 8828 malezll I | AND lentStroke—0 — 1 Covidl9 2 20 0.92 0.88 0.92 0.99
: prevalentHyp= prevalentStroke= — .
BPMeds 0.068 age > 0.74AN DprevalentStroke = 0 — 1 Obeszty 3 10 0.76 0.69 0.87 0.68
dlabetes 0.066 age > 0.74AN Ddiabetes = 0 —1 Optimal parameters (maximum rule depth and number of rules per class) and corresponding
prevalentStroke | ™™™ Class 0 0.065 prevalentHyp=1 AND sysBP > 0.32 — 1 . . . . .
W Class 1 0.064 prevalentStroke—0 AND sysBP > 0.32 1 evaluation metrics (fidelity, accuracy, completeness, and consistency) for each dataset
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mean(|SHAP value|) (average impact on model output magnitude)
Standard global SHAP visualization Global rules extracted by our method (10 per class)
fix) — 0.94 WRACcc using dataset-specific parameter settings Lift using dataset-specific parameter settings
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Local explanation generated by our method for
SHAP local explanation for the first test instance the same instance Boxplots of rule-level quality measures obtained with the selected parameters for each dataset
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