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Classification en médecine

Les modeles prédictifs sont largement
employés en médecine, mais leur forte
performance s'accompagne souvent dune
opacité qui limite leur adoption clinique.

Leur utilisation en pratigue néecessite des
explications :
« comprehensibles,

 fiable
 cliniguement pertinentes.

RECOMMEND SURGERY

Due to an 83% risk of cancer
surgery is advised.

) JUSTIFICATION

@ Tumor Size>5cm
g8 Overweight (BMI>42)

6 Diabetes Type 2




XAl en médecine

Dominant Method in Healthcare: Rule-based method : Anchors, LORE
SHAP (83% of studies with XAl) and SURE

Model-agnostic, post-hoc Model-agnostic, post-hoc
Local (patient) & global (model) explanations Close to clinical reasoning
Attractive visualizations Capturing variable interactions
XK Limitations: K Limitations:
«  Qversimplifies Only local or global explanations
«  Lack of variable interactions * Rulesare often long and therefore complex

. SHAP values remain abstract for clinicians
»  Global averages mask patient diversity

Example: Example: CK-MB > —0.21 A Troponin = —0.30 — positive

predicted class : positive

higher < lower
base value f(x)
0.1303 0.2303 0.3303 0.4303 0.5303 0.6303 0.7303 0.8303 0.9303 1.00 .03 1.13

|
Troponin = 0.8916 CK-MB = 0.04417

Références : Lundberg et Lee. 2077.; Ribeiro et al. 2078.; Guidotti et al. 2079. ; Yuan et al. 2022.




PUrpose

Objective: producing explanations that are: Proposed approach: Generation of explicit

* Model-agnostic, post-hoc IF-THEN rules by combining 2

 Clinically interpretable complementary approaches in Al:

* Integrating interactions between « Explainability (XAl) : explanation of
variables internal reasoning (local & global) using

« Accounting for individual variability SHAP

 Both global and local « Interpretability (Data Mining) : extraction

of descriptive rules through Subgroup
Discovery



il Shap

Shapley value (in game theory)

Calculation of marginal value of the individual A

into the coalition {A,B,C}:
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Calculation of Shapley value for the individual A:
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il Shap

Shapley value (in XAl)

value of the individual A:
}:

ulation of marginal
the coalition {A,B,C

n =feature i
-

| &mn =Other features

" = Shapley value for a feature i for an instance

For the label ¢ :
Features
Instance f, f, 6. | x5 > 01if f contributes to predicting ¢ for x
X1 §0X1,f1 (pxl,fz (pxl,fk ' . o
@y, r = 0if f does not contribute to predicting ¢ for x
X2 §0x2,f1 (pxz,fz (pxz,fk '
@y, r < 0if f contributes to predicting —c for x
Xn Pxp,fq Px,,fy Pxp.fr




Subgroup Discovery
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Alm

Dataset
Find the rules present in the

f, f,, | Predicted
class
X; 2. L dataset that rely on attributes

S Pt that have actually contributed to
the model’s prediction.

x, 2.6 M

subgroup: f; € [2,3]" fi =M - 1



METHOD

GENERATION OF
GLOBAL RULES

Extraction of class-wise descriptive rules via
Subgroup Discovery, with optimization of a
SHAP-weighted WRAccC

R=z€|a,b]ANDy € |a,f] -1

. Predicted class 0
A Predicted class 1
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METHOD

GENERATION OF
GLOBAL RULES

age

sysBP

male

diaBP
totChol
prevalentHyp
glucose
cigsPerDay
BMI
heartRate
education
currentSmoker
BPMeds

diabetes

BN Class 0
Bl Class 1

prevalentStroke

0.000 0.025 0050 0.075 0100 0125 0150 0.175
mean(|SHAP value|) (average impact on model output magnitude)

WRAccy(R) R c
0.084 prevalentHyp=0 — 0
0.076 male=0 AND prevalentHyp=0 — 0
0.076 male=0 — 0
0.073 age < 0.26 — 0
0.071 diabetes=0 AND prevalentHyp=0 — 0
0.071 BPMeds=0 AND prevalentHyp=0 — 0
0.069 prevalentHyp=0 AND prevalentStroke=0 — 0
0.063 BPMeds=0 AND male=0 — 0
0.062 diabetes=0 AND male=0 — 0
0.061 age € [0.26 : 0.42] — 0
0.084 prevalentHyp=1 — 1
0.082 age > 0.74 — 1
0.077 sysBP > 0.32 — 1
0.076 male=1 — 1
0.069 prevalentHyp=1 AND prevalentStroke=0 —1
0.068 age > 0.74AN DprevalentStroke = 0 — 1
0.066 age > 0.74AN Ddiabetes = 0 — 1
0.065 prevalentHyp=1 AND sysBP > (0.32 — 1
0.064 prevalentStroke=0 AND sysBP > 0.32 — 1
0.062 diabetes=0 AND prevalentHyp=1 — 1
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- THOD

GENERATION OF EXTRACTION OF
GLOBAL RULES LOCAL RULES

@
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For each instance, local explanations are obtained
by selecting and ranking the activated global rules:

1.
2.

Selection of rules covering the instance

Retention of rules with positive SHAP
contributions for all variables

Ranking of rules by mean SHAP contribution

x, 033

sysBP | Prevalent Prevalent | BPMeds
Hyp Stroke
T 0

Instance

0

Globales explanations
WRAccy(R) R c
0.084 prevalentHyp=0 — 0
0.076 male=0 AND prevalentHyp=0 — 0
0.076 male=0 — 0
0.073 age < 0.26 — 0
0.071 diabetes=0 AND prevalentHyp=0 — 0
0.071 BPMeds=0 AND prevalentHyp=0 — 0
0.069 prevalentHyp=0 AND prevalentStroke=0 — 0
0.063 BPMeds=0 AND male=0 — 0
0.062 diabetes=0 AND male=0 — 0
0.061 age € [0.26 : 0.42( — 0
0.084 prevalentHyp=1 — 1
0.082 age > (.74 — 1
0.077 sysBP > 0.32 — 1
0.076 male=1 — 1
0.069 prevalentHyp=1 AND prevalentStroke=0 — 1
0.068 age > 0.7T4AN DprevalentStroke = 0 — 1
0.066 age > 0.74AN Ddiabetes = 0 — 1
0.065 prevalentHyp=1 AND sysBP > 0.32 — 1
0.064 prevalentStroke=0 AND sysBP > 0.32 — 1
0.062 diabetes=0 AND prevalentHyp=1 — 1

0.42

1



- THOD

EXTRACTION OF
LOCAL RULES

GENERATION OF
GLOBAL RULES

@
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For each instance, local explanations are obtained
by selecting and ranking the activated global rules:

1.
2.

Selection of rules covering the instance

Retention of rules with positive SHAP
contributions for all variables

Ranking of rules by mean SHAP contribution

Instance
sysBP | Prevalent Prevalent | BPMeds
Hyp Stroke
x; 0.33 1 0 0 0
o, N HH 0.007 0.002 0.003
Globales explanations
WRAccs(R) R c

0.084 prevalentHyp=0 — 0
0.076 male=0 AND prevalentHyp=0 — 0
0.076 male=0 — 0
0.073 age < 0.26 — 0
0.071 diabetes=0 AND prevalentHyp=0 — 0
0.071 BPMeds=0 AND prevalentHyp=0 — 0
0.069 prevalentHyp=0 AND prevalentStroke=0 — 0
0.063 BPMeds=0 AND male=0 — 0
0.062 diabetes=0 AND male=0 — 0
0.061 age € [0.26 : 0.42( — 0
0.084 —1
0.082 age > (.74 — 1
0.077 — 1
0.076 male=1 — 1
0.069 alentHyp=1 AND prevalentStroke=() 1
0.068 age > 0.7T4AN DprevalentStroke = 0 — 1
0.066 age > 0.74AN Ddiabetes = 0 — 1
0.065 evalentHyp=1 AND sysBP - — 1
0.064 | — 1
0.062 — 1

042 O

0.109 0.058
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METHOD

GENERATION OF EXTRACTION OF
GLOBAL RULES LOCAL RULES

¥ @

fix) =0.94

0.423 = totChol
1 = prevalentHyp +0.07 ¢IIJ ( E ) R

S aee — 0.2174 prevalentHyp=1 AND sysBP > 0.32
0.286 = cigsPerDay +0.06 O. 1473 SysBP 2 0.32
0.169 = glucose . +0.04
0.33 = BMI .+0‘02 00828 male:].

1 = currentSmoker . +0.02 O .070 ]. prevalentHyp: ].

Prlle

6 other features -0 ‘

0.5 0.6 0.7 0.8 0.9 1.0
E[X)] = 0.504



METHOD

GENERATION OF
GLOBAL RULES

‘ Class 0

A Class 1

EXTRACTION OF EVALUATION OF

LOCAL RULES GLOBAL RULES
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EVALUATION OF

EXTRACTION OF EVALUATION OF
GLOBAL RULES LOCAL RULES

GENERATION OF
GLOBAL RULES LOCAL RULES

72 72
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Completeness : Completeness quantifies the proportion of instances for which at least one
explanatory rule is available, thereby measuring the coverage of the rule set over the dataset :
€D | Rpos
Completeness = iz | |5| (z) # 0} .

Fidelity : Fidelity evaluates the consistency between the explanation-based prediction and
the black-box model. It is defined as the proportion of instances for which the explanation

recovers the model’s original output :
Consistency measures, among instances covered by at least one rule, the pro-

g 1
Fudelity = 1557 > Yo (@)=(2)}-
xeD
Consistency :
While fidelity measures alignment with the model, accuracy assesses the faith- portion for which all explanatory rules agree on the same predicted class :
H{z € D | Rpos(z) #0 A Jc € C VR € Rpos(x), c¢(R) = c}|
{z € D | Rpos() # 0} '

Accuracy :
fulness of explanations with respect to the ground-truth labels :
Consistency =

1
Accuracy = W Z 1{gempl(m)=y(m)}'
xeD



EXPERIMENTS
Dataset
Dataset |IClasses| |Features| |Instances| Model Model Accuracy
Framingham 2 15 3,658 Random Forest 0.9758
Heart-attack 2 8 2,111 Decision Tree 0.9924
Covidl9 2 19 1,048,575 Logic Regression 0.9384
Obesity 7 15 2,111 MultiLayer Perceptron 0.8511




Results

after selecting the setting

Dataset depth | result_set_size | Fidelity | Accuracy | Completeness | Consistency
Framingham 2 10 0.9 0.88 ' 0.39
Heart-attack 2 10 0.96 0.95 0.65

Covidl19 2 20 0.92 0.88 1 0.79
Obesity 3 10 0.76 0.69 0.92 0.42
WRAcc using dataset-specific parameter settings Lift using dataset-specific parameter settings
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0.04 — . - e o
0.02 o 1T — % _________
00 obesity framingham covid19 heart-attack ° obesity framingham covid19 heart-attack

17



DiIscussion

Limitations

Perspective

Local explanations may contain conflicting
rules

ncomplete coverage

Redundancy from overlapping rules
Restricted to classification on tabular data

Develop conflict-aware rule extraction
mechanisms

Diversity-based pruning for compact
explanations

Extension to regression tasks
Generalization to non-tabular modalities

18



Merci de votre attention

Images and Icons made by Freepik from freepik.com/ and www.flaticon.com , PowerPoint design made by thepopp.com 19
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